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a b s t r a c t

Very limited research is published in the literature that applies content-based image retrie-
val (CBIR) techniques to retrieval of digitized spine X-ray images that combines inter-ver-
tebral disc space and vertebral shape profiles. This paper describes a novel technique for
retrieving vertebra pairs that exhibit a specified disc space narrowing (DSN) and inter-ver-
tebral disc shape. DSN is characterized using spatial and geometrical features between two
adjacent vertebrae. In order to obtain the best retrieval result, all selected features are
ranked and assigned a weight to indicate their importance in the computation of the final
similarity measure. Using a two phase algorithm, initial retrieval results are clustered and
used to construct a voting committee to retrieve vertebra pairs with the highest DSN sim-
ilarity. The overall retrieval accuracy is validated by a radiologist and proves that selected
features combined with voting consensus are effective for DSN-based spine X-ray image
retrieval.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Osteoarthritis affects a significant portion of the elderly population in the United States [1]. Osteophytes, disc space nar-
rowing (DSN), subluxation and spondylolisthesis are typical radiographic hallmarks characterizing this condition on the
spine. The ability to retrieve spine X-ray images on these conditions could be very valuable to clinicians (radiologists),
researchers of arthritis and musculoskeletal diseases, and educators. This paper focuses on the problem of retrieval of dig-
itized X-ray images of the spine based on disk space narrowing coupled with vertebral shape content analysis.

Manually finding reference images from a large image database is a tedious and error prone process. An automatic CBIR
system can significantly alleviate the problem of retrieving relevant images with specified DSN. Content-Based Image Retrie-
val (CBIR) techniques have been studied for nearly two decades. The techniques have been used for searching images in dig-
ital libraries, on the World Wide Web, and other applications such as trademark search [2]. Research on medical image
retrieval, however, has been fairly recent [3–8]. These efforts can be broadly categorized into two themes: (i) retrieval of bio-
medical images from a heterogeneous collection (images of different anatomy, modality, and detail) with little importance
given to localized pathology, and (ii) retrieval of images from a homogenous collection (images of single modality, anatomy,
and detail) with particular focus on the localized pathology. Our research [9] has been of the latter category.
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Retrieval of medical images started with text-based retrieval and has grown to include image content-based retrieval
with explosive growth in the acquisition and use of biomedical images. Mao and Chu [10] studied the vector space model
(VSM) to automatically retrieve medical documents. Following the development of image processing and computer vision
techniques, indexing and retrieval of the medical images based on content analysis became possible. Muller et al. [11] gave
an overview of available literature in the field of content-based access to medical image data and on the technologies used in
this field.

The Lister Hill National Center for Biomedical Communications, an intramural R&D division of the National Library of
Medicine (NLM) at the National Institutes of Health (NIH), maintains an archive of digitized spine X-rays collected from
the second National Health and Nutrition Examination Surveys (NHANES II) [12] which can serve as a reference collection
for study of DSN. A prior study [13] proposed use of four scale-invariant, distance transform-based features to characterize
spacing between adjacent vertebrae. K-means clustering and self-organizing map (SOM) were used to classify inter-vertebral
disc space and assigned it a degree of DSN severity with an overall accuracy of 82.1%. A shortcoming of using this approach
which has proven to be robust for automatically classification of severity level for shape-based CBIR is the lack of disc shape
profiles. Using DSN severity level classification alone is insufficient for shape-based CBIR which is the focus of this work.

Vertebral shape is valuable in expressing the spine conditions described earlier. Fig. 1a shows two adjacent vertebrae out-
lined on a lumbar spine X-ray. As seen in the sagittal view, the inferior and superior edges of vertebrae adjacent to the disc
can serve as the disc shape profile. Experienced radiologists use several criteria when evaluating DSN similarity between a
candidate case and references from an atlas, for example. These criteria include the top to bottom size of the inter-vertebral
gap, the length of the gap, and its configuration, i.e., whether there are spurs, concavities, convexities, irregularities, etc.
Many of these disc space characteristics can be computed from disc shape profiles. In this paper, we present an approach
that combines disc shape profile with computed inter-vertebral disc space features and uses voting consensus for finding
similar images. In addressing this important problem, this effort makes advances the state of the art in CBIR taking advantage
of clustering ensemble based machine learning methods [1,14–17].

The proposed algorithm and DSN similarity measures are discussed in Section 2. Feature ranking for weight computation
of extracted features is presented in Section 3. Section 4 introduces the proposed voting consensus mechanism. Experimental
results and analysis are presented in Section 5. Conclusions and future directions are described in Section 6.

2. DSN features selected for similarity measurement

X-ray images from the NHANES II data set used for this study are segmented using active contour segmentation method
and the resulting 9-point and 36-point contour shapes are validated by a board certified radiologist. Examples of these con-
tours are shown in Fig. 1b and c. Fig. 1b shows the 9-point model commonly used by radiologists. The left side (Points 8–7–9)
of the vertebra is the anterior edge and the right side (Points 1–4) is the posterior edge. Fig. 1c shows a vertebra contour
represented by 36 points. More points are used for the anterior side because it has more anatomical importance than the
posterior side. In cervical and lumbar images, we use up to 4 disc inter-vertebral spaces between C3–C7 and L1–L5 vertebrae,
respectively.

2.1. Mean and standard deviation of vertebra distance

In the sagittal view, a 9-point vertebral contour includes the superior and inferior ‘‘corners” on both anterior and posterior
sides of the vertebra (Points 1, 8, 4, and 9). These four corners are treated as salient points to guide the calculations of spatial
and geometrical features. The approximate centroid of the vertebra for feature extraction is calculated as shown in Eq. (1),
where (xc, yc) are the coordinates of the centroid, and (xi, yi) are the coordinates of four corner points.

Fig. 1. (a) Spine X-ray image with the superimposed shape contours on two adjacent vertebrae, (b) 9-point model, and (c) 36-point contour.
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ðxc; ycÞ ¼
1
4

X4

i¼1

ðxi; yiÞ ð1Þ

As shown in Fig. 2, connecting the two centroids of the upper and lower vertebrae, a line segment called centroid line is
formed and is divided into three segments. These sections include two segments in the interior of these vertebrae from
the centroids to the edges of vertebrae and the middle segment in the inter-vertebral area (darkened line). The length of
the segment in the inter-vertebral area is treated as one of many distance measures of DSN. Additionally, since the inter-ver-
tebral disc shape profile, defined as the pair of contour edge segments between the respective inferior and superior corners
of these adjacent vertebrae, are not a straight line, distance measure along the centroid line alone cannot typify the DSN. Ten
line segments parallel to the centroid line that equally divide the width of the vertebra are generated. From these 11 parallel
lines resulting inter-vertebral disc space distances are used to compute their mean and standard deviation and are used to
represent the degree of DSN.

2.2. Vertebra skewness

The asymmetry in the disc space is computed as Skewness using polar coordinates that have previously been applied in
shape representation and analysis [18,19]. It is computed as the difference between the inter-vertebral distance between
anterior and posterior ‘‘corners” using the 9-point model. Two short line segments can be formed by connecting the two
anterior corners and the two posterior corners. The center line, also shown in Fig. 2, can then be formed by connecting
the mid points of these two short line segments. This center line is treated as the X-axis of a polar coordinate system. Fur-
thermore, the intersection of this X-axis and the centroid line is used as the origin of the coordinate system. Based on this
origin and the X-axis, the skewness of DSN is calculated as:

Skewness ¼ jðhrt þ hrbÞj � jðhlt þ hlbÞj ð2Þ

where

h ¼ sin�1 Distance to the x-axis
Distance to the Origin

� �
ð3Þ

In Eq. (2), hrt is the angular measurement between the posterior-inferior corner of the upper vertebra and the origin. Simi-
larly, hrb is the angular measurement between the posterior-superior corner of the lower vertebra and the origin. Corre-
spondingly, hlt and hlb can be computed similarly. All angular measurements are calculated using Eq. (3). The Skewness
measure is positive when the short line segment on the right is longer than the one on the left. Otherwise, the Skewness
is negative.

2.3. Normalized inertias

Besides the three features mentioned above which directly describe distance and skewness of the disk space, three shape
features are also proposed as the assisting descriptors for DSN similarity measure. As shown in Fig. 1, 36-point model is
interpolated to form an enclosed contour for upper and lower vertebrae, respectively. An anterior line segment is formed
by connecting the anterior inferior corner (Point 9) of the upper vertebra and the anterior superior corner (Point 8) of the
lower vertebra. Similarly, a posterior line segment is formed by connecting the posterior-inferior corner (Point 4) of the

Fig. 2. Centroids of two adjacent vertebrae, centroid line that connects centroids, lines parallel to the centroid line at a fixed interval, anterior and posterior
corners, and the center line that separates the vertebrae.
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upper vertebra and the posterior-superior corner (Point 1) of the lower vertebra. These two short line segments (as shown in
Fig. 2) along with the inferior profile of the upper vertebra and the superior profile of the lower vertebra form an enclosed
contour of the disk space. One feature is needed to be calculated for this contour to describe its shape property. The normal-
ized inertia [20] of order 2 is adopted. For the disk space region Rd in the image plane, the normalized inertia of order 2 is
given as:

IðRd;2Þ ¼
P

r2Rd
kr � r̂k2

V2
d

ð4Þ

where r̂ is the centroid of Rd and Vd is the number of pixels in region R _d: The normalized inertia is invariant to scaling and
rotation. I(Rd,2) is used as the fourth feature to describe the disk space for retrieval.

Similarly, we adopt normalized inertia to describe shape property of the whole upper and lower vertebrae. Although
shape property of the whole upper and lower vertebrae is not directly relevant to DSN, it serves as contextual information
to retrieve similar disk spaces. Similar to Eq. (4), the normalized inertia of the upper and lower vertebrae are calculated as:

IðRu;2Þ ¼
P

r2Ru
kr � r̂k2

V2
u

ð5Þ

and

IðRl;2Þ ¼
P

r2Rl
kr � r̂k2

V2
l

ð6Þ

I(Ru,2) and I(Rl,2) represent the shape property of the upper and lower vertebrae and are used as the fifth and sixth features
to describe DSN similarity.

2.4. Inter-vertebral disc shape profiles

In order to accurately retrieve the most similar vertebra pairs with similar DSN characteristics, besides the six features
mentioned above, inter-vertebral disc shape profiles (the inferior profile of the upper vertebra and the superior profile of
the lower vertebra) are also included. To compute profile similarity, we use the Procrustes distance measure [21]. Procrustes
distance measure performs a linear transformation including translation, rotation, and scaling on one shape profile to find
the best matched profiles. There is no explicit requirement that the two shape profiles be closed or open. More details about
Procrustes distance measure can be found in [22].

Because Procrustes distance calculation requires an equal number of points on the two shape profiles, the first step is to
localize the corresponding points on the query and the test vertebra profiles. The inferior profile of the upper vertebra is de-
fined as the bottom curve on the upper vertebra as shown in Fig. 2. Similarly, the superior profile of the lower vertebra is the
top curve on the lower vertebra. After the interpolation process on the inferior profile of the upper vertebra and the superior
profile of the lower vertebra based on the 36 point model, 115 equally-spaced points on each profile are used for Procrustes
distance calculation. More similar profiles result in smaller Procrustes distance.

3. Feature ranking for assigning feature weights

Feature selection has been used for assigning weights to features in CBIR in recent years [23–25]. Relevance feedback has
been used to assign feature weights according to user’s judgment [23,24]. Relevant features are selected and assigned greater
weights [25]. Six features extracted in Section 2 are of different importance for measuring DSN similarity. They are catego-
rized into two feature sets. Of these features, mean and standard deviation of distance, skewness, and I(Rd,2) are directly re-
lated to disk space spatial and geometrical properties. The other two features, I(Ru,2) and I(Rl,2) are used to describe the
upper and lower vertebrae. Assigning proper weights to these features according to their importance determines final retrie-
val accuracy.

Feature ranking [26] is a relaxed version of feature selection [27,28] which ranks all features with respect to their rele-
vance. Feature ranking can be viewed as a kind of flexible feature subset selection approach. We use two training sets of lum-
bar and cervical disk spaces to measure feature relevance of the six features mentioned previously. In order to determine the
importance of these features, Gaussian Mixture Modeling (GMM) [29] was adopted to use each feature to cluster the training
sets into two classes (normal disk space and DSN). GMM is one of many statistically mature methods commonly used for
clustering. The Expectation-Maximization (EM) algorithm [30] is used to determine the maximum likelihood parameters
of a mixture of 2 Gaussians in the feature space.

The distribution of a random variable X 2 Rd is a mixture of k Gaussians if its density function is:

f ðxjhÞ ¼
Xk

j¼1

aj
1ffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞd

q exp �1
2
ðx� ljÞ

TR�1
j ðx� ljÞ

� �
ð7Þ
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such that the parameter set h ¼ faj;lj;Rjgk
j¼1 consists of:

aj > 0;
Xk

j¼1

aj ¼ 1

where lj 2 Rd and Rj is a d � d positive definite matrix.
Given a set of vectors x1, x2, . . ., xn, the maximum likelihood estimation of h is:

hML ¼ arg max
h

Lðhjx1; x2; . . . ; xnÞ ¼ arg max
h

Xn

i¼1

log f ðxijhÞ ð8Þ

EM algorithm is an iterative method to obtain hML. Given the current estimation of the parameter set, EM algorithm estimates
a new parameter set for each iteration according to the following two steps.

Expectation step:

xij ¼
aif ðxijlj;RjÞPk
l¼1alf ðxijll;RlÞ

j ¼ 1; . . . ; k; i ¼ 1; . . . ;n ð9Þ

The term xij is the posterior probability that the feature vector xi was sampled from the jth component of the mixture
distribution.

Maximization step:

âj  
1
n

Xn

i¼1

xij

l̂j  
Pn

i¼1xijxiPn
i¼1xij

bRj  
Pn

i¼1xijðxi � l̂jÞðxi � l̂jÞTPn
i¼1xij

ð10Þ

Rand Index method [31] is used to measure the accuracy of a clustering solution I. The Rand Index of the clustering solution
is calculated as:

kI; Iaccuracyk ¼ 2 � ðn00 þ n11Þ
n � ðn� 1Þ ð11Þ

where Iaccuracy is the ground truth of clustering solution and n is the total number of disk spaces. n11 is the number of pairs of
disk spaces which are successfully categorized in the same DSN severity group as the ground truth. n00 denotes the number
of pairs of disk spaces which are categorized in different DSN severity groups.

In Eq. (7), k is set to 2 to partition the 2 training sets (lumbar and cervical) into 2 classes (normal disk space and disk space
with DSN). Each training set contains n = 40 disk spaces, 20 of which are normal, and the other 20 are disk spaces with osteo-
phytes or DSN. One Rand Index (shown in Table 1) for each of the six features clustered by GMM can be calculated using Eq.
(10). Features with high clustering accuracy are more important for similarity measure and are to be assigned higher weights
than those with low clustering accuracy.

According to the analysis of the clustering accuracy of both feature sets (the first four features in one set and the last two
features in the other set) mentioned above, the following weighting strategy is used to compute similarity measure between
two disk spaces.

SM ¼ b1 � D1 þ b2 � D2 ð12Þ

Table 1
Clustering accuracy by GMM clustering-based on six features.

Feature Set #1 Feature Set #2

Mean SD Skewness DS_NI Up_NI Lo_NI

RI_Cervical 0.4923 0.4923 0.4872 0.5333 0.4885 0.4923
RI_Lumbar 0.4885 0.4923 0.4885 0.4987 0.4923 0.4987

Mean: mean of the distance.
SD: standard deviation of the distance.
Skewness: skew degree of the disk space.
DS_NI: normalized inertia of the disk space.
Up_NI: normalized inertia of the inferior profile of the upper disc.
Lo_NI: normalized inertia of the superior profile of the lower disc.

D.-J. Lee et al. / Data & Knowledge Engineering 68 (2009) 1359–1369 1363
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where b1 and b2 are set to 0.8 and 0.2 as weights on feature set 1 (mean and standard deviation of distance, skewness, I(Rd,2))
and set 2 (I(Ru,2) and I(Rl,2)), respectively. b1 and b2 are selected to obtained the best distinction between the normal disk
space and disk space with DSN. D1 and D2 are defined as:

D1 ¼ aMeanðQ Mean � OMeanÞ þ aSDðQ SD � OSDÞ þ aSkewnessðQ Skewness � OSkewnessÞ þ aDS NIðQDS NI � ODS NIÞ ð13Þ

and

D2 ¼ aUp NIðQ Up NI � OUp NIÞ þ aUp NIðQ Lo NI � OLo NIÞ ð14Þ

Q and O are six feature values for query and objective disk spaces, respectively. Coefficients a are determined according to
data in Table 1.

ai ¼
RIi

RIMean þ RISD þ RISkewness þ RIDS NI
; i ¼ Mean; SD; Skewness;DS NI ð15Þ

and

aj ¼
RIj

RIUp NI þ RILo NI
; j ¼ Up NI; Lo NI ð16Þ

In the EM algorithm for GMM distribution, among these six features, three features: mean and standard deviation of distance
and skewness are directly related to describing disk space. Other three normalized inertias are related to shape properties.

4. Voting consensus

Generally, CBIR system retrieves images by comparing the query image against images in the database using similarity
measures. Voting consensus has shown success in clustering ensemble [14], object classification [15], and information
extraction [16]. In [17], authors used a clustering algorithm to retrieve clusters of images that are in the vicinity of the query
image. These clusters can be deemed as semantic groups. This paper presents a voting consensus mechanism to achieve a
similar task. Voting consensus assists in selecting the best match vertebra pairs based on multiple levels of detail and sim-
ilarity measure from different perspectives. Using voting consensus for a query inter-vertebral disc, Q0, a set of M discs with
similarly expressed (using shape profiles) and with indicated proximity (using DSN measures) can be retrieved. In order to
associate every retrieved image to its semantic category, K-means clustering [32] is used to partition these M retrieved
images into K (K 6M) clusters.

After the partitioning process is completed, a pre- selected number of discs, N, in the cluster that contains the original
query disc, Q0, are chosen as new queries (Q1,Q2,. . ., QN). Using these N new queries and the spatial and geometrical features
as the similarity measures, M images most similar to each of these N new queries can, then, be retrieved.

This whole initial retrieval process provides a total of N + 1 sets of retrieval results (the original query and N new queries)
that are used as the members of the voting committee. Each of these sets of retrieval result consists of M discs most similar to
its query. Furthermore, profile similarity measured using the Procrustes distance is also used to retrieve M discs to form an-
other set of retrieval result using the original query Q0. Adding this set of retrieval result to the voting committee results in a
total of N + 2 voting committee members. Each of the M images in their own set of retrieval result has its position on the
similarity ranking list, where, the top ranked image is most similar to the query image and the image ranked at position
M is least similar to the query image. The voting process is performed according to the procedure below.

(1) For each image Ii (where i represents the position of image I on the ranked response list to the original query Q0), its
vote from committee member 0 is calculated as Bi0 = M–(i � 1), i = 1,2, . . .,M.
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Fig. 3. Algorithm framework using six features with feature ranking and weighting.
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(2) Image Ii also receives a vote from committee member j that is calculated as Bij ¼ M � jP0 � PijÞ; i ¼ 1;2;
. . . ;M; j ¼ 1;2; . . . ;N. P0 is the position of the original query Q0 on the ranked response list to query Qj (committee
member j). Pi is the position of image Ii on the ranked response list to the original query Q0 (committee member 0).
The vote Bij = 0 if Q0 or Ii is not ranked as the top M in committee member j.

(3) Repeat (2) for all N sets of initial retrieval result.
(4) Image Ii also receives a vote from the last committee member that is generated by using profile similarity and the ori-

ginal query Q0. The vote is calculated as Bi(N + 1) = M–(i � 1), i = 1,2, � � �,M. Bi(N + 1) = 0 if Ii is not ranked as the top M in
the last committee member.

(5) Calculate Ii’s total vote from N + 2 committee members from Steps 1, 2, and 4 as Bi ¼
PNþ1

j¼0 Bij.
(6) The final retrieval result can be obtained by sorting Bi.

This final retrieval result is then reverse ordered set of unique discs from those with most votes to those with the least.
This list may be further reduced for application purposes. Fig. 3 shows the framework of the proposed algorithm using two
sets of features.

5. Results

A set of 801 cervical and 972 lumbar vertebral outlines (shapes) segmented from a total of 400 digitized spine X-ray
images was used for performance evaluation. Ten disc pairs of both cervical and lumbar shapes were selected randomly
as queries. From the set of cervical vertebrae outlines, pairs of adjacent vertebrae were used to identify discs. Three discs
from the C3–C4 pair, 2 discs from the C4–C5 pair, 3 discs from the C5–C6 pair, and 2 discs from the C6–C7 vertebrae pair
were selected as queries. Five of these query shapes had osteophytes. One of them had slight osteophytes and two were
moderate and two were severe. Similarly, from the set of lumbar vertebrae outlines, 3 disc pairs of L1–L2, 2 disc pairs of
L2–L3, 3 disc pairs of L3–L4, and 2 disc pairs of L4–L5 were selected as queries. Half of them had osteophytes. Two of them
had slight osteophytes and one was moderate and two were severe.

Twenty queries comprising of: 10 discs from pairs of cervical and lumbar vertebrae outlines, respectively, were used in
the evaluation. The set of retrieved vertebrae pairs were limited to the top 20 pairs for each query generating a result set of
200 vertebrae pairs for cervical and lumbar vertebrae queries, respectively.

5.1. Experiment design

Using these data, four retrieval experiments were conducted. First, only three features (mean and standard deviation of
distance and skewness) directly related to describing DSN were used. Second, the same three features were used but with vot-
ing consensus described in Section 4. The results of these two experiments were presented in our previous work [34]. Third,
additional three features (normalized inertias) related to shape properties were used. Finally, all six features were used with
feature ranking and weighting as described in Section 3 and Eq. (12) and voting consensus described in Section 4. All exper-
iments used Procrustes distance to measure similarity between corresponding inferior and superior profiles as a comple-
mentary assistance for accurate retrieval.

For the second and fourth experiments, three or six features and voting consensus were used to generate N + 1 sets of
retrieval results. Combining another set of retrieval results by Procrustes distance measure, these N + 2 sets of retrieval re-

Fig. 4. Retrieval results of (a) cervical and (b) lumbar disc pairs using three features directly describe DSN properties and three features related to shape
properties without feature ranking and weighting and voting consensus.
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sults were applied to obtain retrieval sorting by voting consensus. Comparisons between the first two and the last two exper-
iments help to understand if voting consensus improves retrieval accuracy based on DSN properties. Comparing the last two
experiments helps to prove that additional shape related properties and the proposed feature ranking and weighting pro-
cesses improve retrieval accuracy even further.

5.2. Retrieval results

Retrieval results using mean and standard deviation of distance and skewness with equal weights were presented in our
previous work [34]. Samples of top 20 retrievals using direct retrieval with and without voting committee for cervical and
lumbar disc pairs are shown to demonstrate the effect of voting consensus. In this paper, retrieval results using six features
without (Fig. 4) and with (Fig. 5) feature ranking and weighting and voting consensus are shown to demonstrate the
improvement of the proposed algorithm. It is noted that the first retrieval result (in the upper left corner) is the query itself
and the remaining nineteen retrievals are listed in the order of their similarity to the query. The same cervical and lumbar
pairs were used for both experiments.

The cervical query disk space shows the characteristics that middle section of the disk space has larger gap than the end
sections. The retrieval results were reviewed by a radiologist. In Fig. 4a (cervical query), results 7, 12, 13, and14 were marked
as not similar (only 16 of 20 were good matches). In Fig. 4b (lumbar query), results 5, 15, and 16 were marked as not similar
(17 of 20 were good matches). Only one retrieval result was marked as not similar in Fig. 5a (result 12) and b (result 15).

From the retrieval result shown in Fig. 5a, it can be seen that most retrieved disc spaces demonstrated similar geometric
shape as the query disk space. Whereas more retrieval results in Fig. 4 and results shown in [34] failed to demonstrate this
shape detail. This improvement is the result of using three additional features that related to shape properties and using fea-
ture ranking and weighting to assigned different weights to all six features according to their importance. In viewing these
sample retrieval results, a layperson, can verify the method appears to perform as desired. It is necessary, however, for
trained eyes to evaluate its performance.

5.3. Performance evaluation

Recall and precision are commonly used as measures of image retrieval performance. They are defined in the equations
below:

Precision ¼ D=Dþ DF Recall ¼ D=Dþ DM ð17Þ

where D is the number of retrievals marked as good matches to the query and DF is the number of retrievals marked as
not similar to the query. DM is the number of good matches in the database. The precision measured here is for the
retrieval system as a whole, which is the combination of the similarity measure and voting consensus, rather than
the matching algorithm alone. Recall was not used to evaluate the performance because each query pair must have
its matches and non-matches identified in the database in order to establish the ground truth. This means for each query
pair all 900 pairs must be reviewed, which is almost an impossible task for the radiologist to perform. Although there
exist more complete methods to evaluate the performance of a retrieval system [35], using only ‘‘precision” measure-
ment for our work is sufficient.

Fig. 5. Retrieval results of (a) cervical and (b) lumbar disc pairs using three features directly describe DSN properties and three features related to shape
properties with feature ranking and weighting and voting consensus.
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Table 2 shows the retrieval results that were validated by a board certified radiologist specializing in diseases of the spine.
Using three features without the use of voting consensus mechanism, 123 cervical pairs of 200 retrieved (61.5%) and 185 of
200 (92.5%) lumbar pairs were validated as relevant, respectively. The overall retrieval precision was 77% (308/400). In con-
trast, using three features with the proposed voting consensus mechanism [34], 140 of 200 (70%) retrieved cervical pairs and
189 of 200 (94.5%) retrieved lumbar pairs were validated as relevant, respectively. The overall retrieval precision of the pro-
posed algorithm was 82.25%, which showed an improvement over 77% from direct retrieval without voting consensus [33].

When using additional three features that are related to shape properties and ranking the importance of all six features, the
precision was further improved to 151 of 200 (75.5%) and 190 of 200 (95%) for cervical and lumbar disk pairs, respectively
(85.25% overall). It was noted that without feature ranking and voting consensus, the retrieval precision (80.0% over all) was
lower than using 3 features but with voting consensus. It was also noted that lumbar disk pairs had higher retrieval precision
than cervical. This was due to lumbar pairs generally having more uniform shape and consistent DSN shape properties. Since
cervical pairs vary more in shape, they pose a greater challenge for finding relevant matches thereby lowering the precision.

6. Conclusion

This paper presents a novel approach for content-based retrieval of vertebra pairs using spatial, geometrical, and shape
constraints applied to inter-vertebral disc space and using both the 9-point model familiar to radiologists and bone mor-
phometrists and the computationally meaningful 36-point vertebral shape profiles. The mean and standard deviation of disc
space distances and skewness measures are used as the spatial and geometrical properties of DSN. Furthermore, features
such as normalized inertias, disk space characteristics between upper and lower vertebra are extracted as similarity mea-
sures. Inter-vertebral disc shape profiles are matched using Procrustes distance as assisting features. A voting committee
is constructed based on the retrieval results using six features as well as the vertebral shape profile similarity which im-
proves the retrieval accuracy by 8.25% (77–85.25%). This is significant in applications with large image collections where
queries tend to be specific to the localized pathology. It is also interesting to note that although the overall retrieval precision
improved slightly compared to the earlier approach for DSN severity classification, the inclusion of shape profiles and shape
properties allows the proposed method also to be used for CBIR applications.
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